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Purpose

1.To demonstrate how to build a predictive 
model to identify college student success using 
educational data mining

2.To build a Power BI Dashboard to identify 
students at risk using the predictive model



LSC Early Alert Power BI

• Received request from LSC Leadership and Faculty to 
develop an Early Alert system for At-risk students

• Asked to create an Early Alert model to predict student 
performance in a classroom

• Conducted regression analysis to identify significant 
predictors of course success

• Developed a beta version of the Early Alert PBI dashboard 
using identified predictors



https://app.powerbi.com/groups/me/reports/c6e0123c-e7f0-42c5-982d-943d86faa274/?pbi_source=PowerPoint


https://app.powerbi.com/groups/me/reports/c6e0123c-e7f0-42c5-982d-943d86faa274/?pbi_source=PowerPoint


https://app.powerbi.com/groups/me/reports/c6e0123c-e7f0-42c5-982d-943d86faa274/?pbi_source=PowerPoint


Implication
• Early Alert Power BI can help college administrators and faculty 

identify at-risk students early on in the semester or academic year.
• By identifying at-risk students early, interventions and support 

services can be put in place to help these students succeed and 
avoid dropping out of college.

• Early Alert Power BI can provide a comprehensive view of a 
student's academic performance and behavior, which can help 
identify patterns and potential issues that may contribute to their 
risk status.

• Early Alert Power BI can also help colleges and universities meet 
accountability and reporting requirements related to student 
success and retention.



Limitation and implication

• Regression analysis may not be easily applicable to the Early Alert 
Power BI, as it may be challenging to interpret and integrate the 
regression results into this system.

• Selecting a cut point for an important predictor in a regression 
analysis can be subjective and may not accurately capture the 
underlying relationships in the data.

• Regression analysis may struggle to categorize students accurately, 
particularly if the data is complex or multidimensional.

• Meeting all of the assumptions of regression analysis can be 
challenging, particularly with skewed data, which may lead to 
biased or inaccurate results.



Lone Star College Data 

From Fall 2017 to Spring 2022 semester database
Students who enrolled in Online MATH 1314.
22,182 students



Predictors of MATH 1314 Success
1) Cumulative GPA
2) Previous term credit hours
3) Met TSI Math Milestone
4) Ratio between Credits Earned and Credits Attempted
5) Enrolled Full-Time or More
6) Financial aid
7) Registration Time: # Days prior to start of term (Early/Late 

Registration)
8) Age
9) Race/ethnicity
10) Gender
11) Others



Decision Tree Algorithm
: Classification and Regression Trees



Decision Trees 

• Decision trees are a popular machine learning method that 
use a tree-like structure to model decisions and their 
possible consequences. 

https://medium.com/@borcandumitrumarius/decision-tree-classifiers-explained-e47a5b68477a

https://medium.com/@borcandumitrumarius/decision-tree-classifiers-explained-e47a5b68477a


Classification and Regression Trees (CART) 

• CART is a type of decision tree algorithm that can be 
used for both classification and regression problems

• CART builds a decision tree by recursively splitting the 
data into smaller subsets, based on the features that 
best separate the classes or minimize the sum of 
squared errors in the case of regression.



Classification and Regression Trees (CART) 

• CART has several strengths, including the ability to 
handle both categorical and continuous variables, the 
ability to handle missing values, and the ability to 
model nonlinear relationships between features and 
target variables.

• CART also produces interpretable models that can be 
easily visualized and understood by non-experts.

• The R implementation of the CART algorithm is called 
“RPART” (Recursive Partitioning And Regression 
Trees

http://www.sthda.com/english/articles/35-statistical-machine-learning-essentials/141-cart-model-decision-tree-essentials/

http://www.sthda.com/english/articles/35-statistical-machine-learning-essentials/141-cart-model-decision-tree-essentials/


“rpart” for computing decision tree 
models
“rpart.plot” for visualizing decision tree 
models
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Installing and Loading R packages 

https://rpubs.com/camguild/803096

https://rpubs.com/camguild/803096


The algorithm of decision tree models 
works by repeatedly partitioning the data 
into multiple sub-spaces

The decision rules generated by the CART 
predictive model are generally visualized as 
a binary tree
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Basics and Visual Representation 

https://rpubs.com/camguild/803096

https://rpubs.com/camguild/803096


A tree model predicting student MATH 1314 success
22,182 students with 23 variables
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Lone Star College Data 



A tree model predicting student MATH 1314 
success
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Splitting Training and Test Sets



A tree model predicting student MATH 1314 
success

cp (complexity parameter) determines how deep 
the tree will grow 
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Model Fitting
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RStudio Interface: Decision Tree 



Decision Tree



22

Decision Tree: MATH 1314 success: Non-FTIC 
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Decision Tree: MATH 1314 success: Non-FTIC 
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Decision Tree: Cumulative GPA
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Decision Tree: Cumulative GPA

• Automatically detect the top predictor and find the cut score.
(Cumulative GPA < 2.6)

• If students have less than a 2.6 on their cumulative GPA, only 40% of students 
could successfully complete MATH 1314. 

• If students have higher than a 2.6 on their cumulative GPA, 63% of students 
could successfully complete MATH 1314.



26

Decision Tree: Ratio between CUM Credits Earned and CUM Credits Earned 



27

Decision Tree: Ratio between CUM Credits Earned and CUM Credits Earned 

• Automatically detect the next top predictor and find the cut score.
(Credits Earned / Credits Attempted < 0.43)

• If yes, only 39% of students could successfully complete MATH 1314. 
• If no, only 41% of students could successfully complete MATH 1314.
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Decision Tree: Cumulative Credit Attempted
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Decision Tree: Cumulative Credit Attempted

• Automatically detect the next top 
predictor and find the cut score.
(Cumulative Credit Attempted >=2)

• If yes, only 27% of students could 
successfully complete MATH 1314. 

• If no, 46% of students could 
successfully complete MATH 1314.
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Decision Tree: MATH 1314 success: FTIC 
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Decision Tree: MATH 1314 success: FTIC 



Applications of Decision Tree Models

• Potential predictors (TSI scores, student non-cognitive 
factor, D2L data, Tutoring data) 

• Apply to course success for each courses or subject
• Graduation Rates 
• Retention/Persistence
• Student Purge
• Transfer



Future Task and Implication

• Create a Power BI report that incorporates Azure Machine 
Learning. This involves integrating Azure Machine Learning 
into your Power BI report by connecting to the machine 
learning models and datasets stored in Azure.

• By integrating Azure Machine Learning into the Power BI 
report, we can leverage the power of machine learning to 
generate new insights and findings and then share those 
insights with others in a way that is easy to understand and 
interact with.



Thank you

Any questions?
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