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DATASET
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• Following IRB (Institutional review board) approval, a prospectively 
maintained database of sample of Fall 2020 transfer students to Dallas 
College is reviewed.  

• Inclusion criteria:  Fall 2020 transfer – in students who enrolled in Fall 
2020 in Dallas College.

• Exclusion criteria:  any students who do not meet the above inclusion 
criteria will be removed from the dataset.
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Variables:
• Term GPA, Term credit hours, Cumulative GPA, Cumulative hours 

(Cluster analysis).

• Student info:  Enrollment status, Classification, Age, Gender, 
Race/Ethnicity, Number of dependents, Employment status, Income 
range, Mother’s education level, Father’s education level (predictive 
model).

• Response (outcome) variable (predictive model):  Success (1: cumulative 
GPA ≥ 2.0, otherwise it’s 0).
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PART II:  STATISTICAL ANALYSIS
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Section I: Clustering
• A task of dividing up data into groups (clusters), so that points in any 

one group are more similar to each other than to points outside the 
group.

• Main uses: 

 Summary: deriving a reduced representation of the full data set.

 Discovery: looking for new insights into the structure of the data. 

 Investigating the validity of pre-existing group assignments.

 Helping with prediction (classification or regression).
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K-means Clustering
• Starting with guessing those cluster centers, and it repeats the 

following steps: 

 For each data point, the closest cluster center (in Euclidean 
distance) is identified.

 Each cluster center is replaced by the average of all data points that 
are closest to it.

 Stop when the cluster assignment does not change.
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K-means Remarks

• Within-point scatter decreases with each 
iteration of the algorithm (the sum of squared 
distance of each observation from the cluster 
mean decreases).

• The final clustering depends on the initial 
cluster centers. We typically run K-means 
multiple times with random guesses, then 
choose among from collection of centers 
based on which one gives the smallest within-
point scatter.

• The algorithm is not guaranteed to deliver 
the clustering that globally minimizes within-
cluster variation.
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The Hubert index is a 
graphical method of 
determining the number 
of clusters.  In the plot of 
Hubert index, we seek a 
significant knee that 
corresponds to a 
significant increase of the 
value of the measure i.e
the significant peak in 
Hubert index second 
differences plot. 
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The D index is a 
graphical method of 
determining the 
number of clusters.  In 
the plot of D index, we 
seek a significant knee 
(the significant peak in 
D index second 
differences plot) that 
corresponds to a 
significant increase of 
the value of the 
measure.  
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Section II:
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WHAT IS DECISION TREE?
 Decision tree learning is a graphical 

representation of all possible solutions to a 
decision based on certain conditions.

 It is used for either classification (categorical 
target variable) or regression (continuous 
target variable)   **CART**

 Trees are drawn upside down. The final regions 
are termed leaves. The points inside the tree 
where a split occurs is an interval node. 
Finally, segments that connect nodes 
are branches.
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How Does A Decision Tree Work?

• Repeatedly partitioning the data into 
multiple sub-spaces so that the 
outcomes in each final sub-space is 
as homogeneous as possible.

• This is called recursive partitioning.
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 The plot shows a 
sample data for two 
independent 
variables, x, and y, 
and each data point 
is colored by the 
outcome 
variable, red or grey

A quick example
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 CART tries to split this data into subsets so that each 
subset is as homogeneous as possible.

A quick example
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 If a new observation 
fell into any of the 
subsets, it would 
now be decided by 
most of the 
observations in that 
subset.

A quick example
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 CHAID decision trees are 
nonparametric procedures that make 
no assumptions of the underlying 
data.

 CHAID algorithm operates using a 
series of merging, splitting, and 
stopping steps based on user-
specified criteria.

Chi-square Automatic Interaction Detector 
(CHAID)

1/31/2021DANIEL LE 40

39

40



1/31/2021

19

DANIEL LE 1/31/2021 41

1/31/2021 42

Confusion matrix
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Section III
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(Binary) Logistic regression full model 

A brief version of the full model 
variables.  Most of the P-value is 
NOT significant at 5% level (P-
value is greater than 0.05).
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MODEL SELECTION
 BACKWARD ELIMINATION METHOD:

• Start with the full model with all predictors. 

• Delete variable with the highest P-value.

• Refit with the model with remaining variables. 

• Recompute all new P-value then delete variable the highest P-value again. 

• Continue until every remaining variable is significant at cut-off level.
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*Note:  to interpret the odds ratio, compare it to 1.  We can also subtract 1 from it to 
compute the percentage difference.  If the result is positive, it is a higher odd of success.  
Otherwise, it is a lower odd.  For example, the first number is 0.607 – 1 = - 0.393.
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Significant Variable P-value Odds Ratio Interpretation
Reference:  Not reported (Annual Family Income)

Less than $17,820 0.001 0.607 39.3% lower
$61,335 or higher 0.027 1.432 43.2% higher
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Significant Variable P-value Odds Ratio Interpretation
Reference:  Bachelor’s degree or higher (Mother’s education level)

Attend College 0.043 0.739 26.1% lower
Graduated High School 0.002 0.634 36.6% lower
Attended High School 0.000 0.423 57.7% lower
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Significant Variable P-value Odds Ratio Interpretation
Reference: 16 (Age)

Age + 1 0.010 1.016 1.6% higher
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Significant Variable P-value Odds Ratio Interpretation
Reference:  White (Race/Ethnicity)

Asian 0.027 1.618 61.8% higher
African American 0.000 0.394 60.6% lower
Hispanic 0.003 0.675 32.5% lower
International 0.010 0.110 89% lower
Unknown 0.004 0.538 46.2% lower
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